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Abstract

Large Language Models (LLMs) are transforming Natural Language Processing (NLP), but their ben-
efits are largely absent for Africa’s 2,000 low-resource languages. This paper comparatively analyzes
African language coverage across six LLMs, eight Small Language Models (SLMs), and six Specialized
SLMs (SSLMs). The evaluation covers language coverage, training sets, technical limitations, script
problems, and language modelling roadmaps. The work identifies 42 supported African languages and
23 available public data sets, and it shows a big gap where four languages (Amharic, Swahili, Afrikaans,
and Malagasy) are always treated while there is over 98 % of unsupported African languages. More-
over, the review shows that just Latin, Arabic, and Ge’ez scripts are identified while 20 active scripts
are neglected. Some of the primary challenges are lack of data, tokenization biases, computational
costs being very high, and evaluation issues. These issues demand language standardization, corpus
development by the community, and effective adaptation methods for African languages.

Keywords: Large Language Models (LLMs), Small Language Models (SLMs), Low resource lan-
guages, Specialised SLMs (SSLMs)

1 Introduction
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The rapid progress of Large Language Models (LLMs) has transformed the field of Natural Language Pro-
cessing (NLP). However, these advancements have primarily concentrated on high-resource languages,
leaving many low-resource languages, particularly African languages, largely overlooked. Africa has over
2,000 languages [Ethnologue,|2025]], the majority of which face significant challenges such as a lack of data,
limited computational resources, insufficient NLP tools, and the absence of standardized benchmarks.
This study presents a three-stage review to evaluate LLMs’ current status, challenges, and prospects
for African languages. The first stage investigates both commercial and open-source LLMs models with
more than 7 billion parameters regarding their support for African languages [Wang et al| [2024]. The
second stage examines foundational multilingual models that have significantly influenced NLP research
and development. Notably, these models include BERT [Devlin et al} [2019], mBERT [Wu and Dredze|
2020], T5 [Raffel et al., 2020, mT5 [Xue et al.,|2021]], XLM [Lample and Conneau, 2019], RoBERTa [Liu
et all [2019], XLM-R [Conneau et al.l [2020] and NLLB 200 [Costa-jussa et all 2022]. We refer to these
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models as Small Language Models (SLMs) due to their relatively smaller parameter counts compared to
LLMs and their foundational role in the multilingual NLP ecosystem. These models were selected because
they represent key milestones in multilingual transfer learning and remain widely used in academic and
low-resource NLP research. The third stage focuses on models specifically designed or fine-tuned for
African languages. These include AfriBERTa [Ogueji et all 2021], AfriTeVa [Jude Ogundepo et al., [2022],
AfroLM [Dossou et al.;[2022]], EthioLLM [Tonja et al.,|2024b[], EthioMT [Tonja et al.,[2024c]], and AfroXLMR
[Alabi et all2022]]. We call this category ’Specialised Small Language Models’ (SSLMs) because they are
generally based on SLM architectures but are adapted specifically to address the unique linguistic and
structural properties of African languages. These models highlight recent efforts in African-centric NLP
and address longstanding representational gaps.

The following objectives guide this review: 1) determine which African languages are most repre-
sented across LLMs, SLMs, and SSLMs, and analyze disparities in their coverage. 2) identify which African
scripts face representational challenges in LLMs and why. 3) examine the technical limitations of repre-
senting African languages in LLMs, SLMs, and SSLMs. 4)review benchmark datasets and models used in
developing LLMs for African languages. 5) assess the future prospects of language modeling for African
languages and outline the potential roadmap. This study seeks to explore various aspects of African lan-
guage representation in LLMs, aiming to shed light on the current landscape and to contribute to the
ongoing discussion of creating more inclusive and equitable NLP technologies.

2 Related Work

Many initiatives have concentrated on creating foundational monolingual models specifically designed
for low-resource languages. These models are frequently developed from the ground up, utilizing well-
established architectures like BERT and GPT. For instance, AraBERT was designed for various Arabic
dialects and employs preprocessing techniques to normalize dialectal variations into Modern Standard
Arabic [[Antoun et al [2020]. IndoBERT developed for the Indonesian language, adopts dynamic mask-
ing and sentence-piece tokenization to enhance linguistic representation [Koto et al., [2020]. Similarly,
AraGPT?2 integrates Arabic-specific tokenization to improve text generation quality, despite being trained
on a relatively small 20GB dataset [Antoun et al.,|2021]]. Finnish GPT-2 demonstrates that domain-specific
fine-tuning on smaller parameter models can outperform larger multilingual models, highlighting the ef-
fectiveness of focused, resource-efficient training approaches for underrepresented languages [Luukkonen
et al.,[2023]].

Foundational monolingual models such as BERT, T5, DistilBERT [Sanh et al.,|2019], and BART [Lewis
et al[[2019] have been adapted for multilingual tasks, despite being originally developed for high-resource
languages. Adaptation methods include translate-train strategies, language adapters, and cross-lingual
alignment. For example, BERT, although trained solely on English data, has served as the basis for multi-
lingual variants such as mBERT, XLM-R, and LaBSE [Feng et al.,[2022]]. However, adapting monolingual
models to multilingual low-resource settings presents several challenges. These include vocabulary and
tokenization mismatches, insufficient pretraining data, representation misalignment, domain and script
incompatibility, high computational costs, and limited evaluation resources. Such limitations highlight
the complexities of extending monolingual architectures to linguistically diverse and underrepresented
languages.

XLM-R, mBERT, mT5, BLOOM [Workshop et al.,2022]], and mBART are foundational models trained
with a multilingual corpus to be adapted to multilingual low-resource languages. XLM-R supports more
than 100 languages, including low-resource languages. It combines RoBERTa and XLM and is pre-trained
on 2.5TB using masked language modelling. It has limitations on script diversity and less performance
language with fewer than 100k example sentences. mT5 is a text-to-text unified framework and supports



101 languages. It focuses on low-resource languages by training the model using mC4 datasets, which
include 101 languages, many of which are low-resource languages.

NLLB [Team et al. 2022], IndicBART [Dabre et al., 2022], AraT5 [Nagoudi et al., [2022]], Aya [Ustin
et al.l[2024], Glot500 [Imani et al., 2023]] are mulitilingual languages designed for low resource languages.
NLLB supports more than 200 languages with more than 7B parameters and is trained through human-in-
the-loop data curation focused on low-resource languages with the limitation of data scarcity for extremely
low-resource languages, computational cost, low-resource to low-resource translation underperformance,
legal/religious text over-representation, and subword tokenization challenge. IndicBART is a BART-based
multilingual model designed for 11 major Indian (low-resource) languages and uses separate BPE tokeniz-
ers for each script family. Aya 23 is a multilingual language model for 101 languages through instruc-
tion fine-tuning. The model adapts the existing pretraining models like mT5 and BLOOM but focuses on
human-annotated multilingual instruction datasets.

Even though there is no clear distinction between SLMs and LLMs, [Lu et al|[2024] and Wang et al.
[2024]] provide some hints to categorise SLMs and LLMs. According to Wang et al.| [2024]], LMs that have
emergent ability are classified as LLMs, and LMs with the number of parameters less than 7B are classified
as SLMs. In some cases, LLMs are impractical due to high computational demands or privacy concerns.
Weli et al.|[[2022] defines emergent ability as an ability to solve that is absent in smaller models, but present
in LLMs. According to/Wang et al.|[2024], all the models specialised for African languages are categorised
as SLMs.

3 Methodology

This study employed a structured three-stage review methodology to examine the current status, chal-
lenges, and prospects of Language Models (LMs) for African languages. The review systematically an-
alyzed a curated selection of models from three categories: (1) commercial and open source LLMs, (2)
foundational Small Language Models (SLMs), and (3) Specialized Small Language Models (SSLMs) tailored
for African languages.

3.1 Model Selection

We chose prominent and representative models in each category based on their visibility in the African
NLP literature and support for low-resource languages. The details of the models are in Table
Table 1: Categorization of Language Models Reviewed

Category | Model Type Examples
LLMs Large-Scale General- | GPT-4 [OpenAl [2023], Gemini 1.5 [Team and DeepMindTZOZST
Purpose Models PaLM [Dai et al,, 2023], LLaMA 3 [Dubey et all [2024]], DeepSeek V2
[DeepSeek-Al 2024], Aya 23 [Ustiin et al., 2024
SLMs Foundational Multi- | BERT [Devlin et al.|[2019], mBERT [Wu and Dredze| [2020], T5 [Raffel |
lingual Models et al}[2020], mT5 [Xue et al.l|2021], XLM [Lample and Conneaul,2019]],

RoBERTa [Liu et al., |2019]], XLM-R [Conneau et al.,2020], NLLB 200
[Costa-jussa et al.;|2022]

SSLMs Specialized African- | AfriBERTa [Ogueji et al}[2021]], AfriTeVa [Jude Ogundepo et al|[2022], |
Centric Models AfroLM [Dossou et al.;|2022], EthioLLM [Tonja et al.,|2024b], EthioMT
[Tonja et al.}|2024c]], AfroXLMR [Alabi et al.,|2022]




3.2 Review Procedure

For each model, we reviewed official documentation, technical reports, and peer-reviewed publications
to extract: (1) language and script coverage, especially for African languages; (2) tokenization strategies
(e.g., BPE, SentencePiece, character-level encodings); (3) training objectives and corpora; and (4) model
architecture, parameter size, and computational requirements.

3.3 Dataset and Benchmark Mapping

We mapped each model to African-relevant datasets and benchmarks to assess linguistic utility and task
alignment (Appendix[B| Table[9). We focused on datasets related to classification, named entity recognition,
sentiment analysis, and machine translation. Models were evaluated based on their reported or inferable
support for African languages and participation in benchmarks like MasakhaNER [Adelani et al., |2021]
and EthioBenchMarks[Tonja et al, 20244

4 Discussion

We use the information discussed, such as the dataset and architecture, to answer a series of questions
about the status of LLMs in African languages.

Question One. Determining which African language is explored relatively more in LLMs, SLMs, and
SSLMs and analysing any disparities in their coverage.

Answer. Most of the LLMs like GPT-4, Gemini 1.5, PaLM 2, and DeepSeek have no clear documentation
about the languages they support. This opacity makes it difficult to assess their true coverage and limits
their accountability in addressing linguistic diversity. Foundational small language models, such as mBERT
supports 104 languages, including 6 African languages [Research, [2019]. mT5 supports 101 languages, of
which 14 are from Africa [Research,[2021]]. XLM-R supports 100 languages, including 8 African languages.

Although African languages have approximately 28.57% of the 7,000 languages that exist around the
world, underlying multilingual models considerably fail to represent them in proportion. For example,
whereas mBERT for 104 languages should have approximately 30 African languages on board, it has only
6. Similarly, whereas mT5 should accommodate 29, it accommodates 14, and XLM-R has a mere 8 of a
projected 29. This is indicative of the extreme underrepresentation of African languages in widely used
language models and highlights the urgent need for more regionally and inclusively focused NLP efforts.

NLLB-200-1.5B supports 200 languages, which include 38 African languages [Research, 2022]]. As we
can see from Figure[l|and Appendix[B| Table[7] there are considerable disparities in the coverage of African
languages in SLMs. We can observe that most SLMs cover only 38 languages out of 2000 languages in
Africa. We can categorise SLMs into monolingual SLMs, such as BERT, T5, RoBERTa, and XLM and mul-
tilingual SLMs, which include mBERT, mT5, XLM-R and NLLB 200-1.5B.

SSLMs show promise but face challenges like vocabulary, scripts, and tokenizer design, hindering eq-
uitable NLP development. This disparity underscores the urgent need for more inclusive Al development
to bridge the linguistic gap and promote equitable access to technology across the continent. This uneven
support is further illustrated in Figure

As shown in Table[6] a total of 38 African languages are supported across six SLMs. Collectively, these
models support approximately 42 African languages. A comprehensive list of the languages and their
corresponding model support is provided in Appendix [B] Table

Among the supported languages, the most represented language is Amharic, and it is due to relatively
more digitized corpus availability, government and international dataset inclusion, and linguistic resource
availability. Other languages supported include Somali, Swahili, and Yoruba, which are also supported
based on wider regional usage, previous representation in multilingual contexts, and digital presence.
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Figure 1: Languages across SLMs, related to script compatibility and tokenization.

Their frequent recurrence across many models shows not only linguistic expansion but also prior priority
in the creation of materials, as opposed to merely their predominance on the continent.

Question Two. Which African scripts are getting challenged in the representation of LLMs and why?

Answer.There are approximately 37 writing systems historically used by African communities. Of
these, 23 are currently in active use across different regions of the continent, while the remaining 14 are
no longer in use [Atelier National de Recherche Typographique (ANRT) et al., |2024]; see the Appendix
Table Among the active scripts, Latin, Ge’ez, and Arabic are the most widely used, collectively
supporting 42 African languages.

According to the script, we can divide languages into non-script agnostic, partially script-agnostic, and
fully script-agnostic languages [Conneau et al., {2020, Xue et all |2022]. Most African languages are chal-
lenged by non-script agnostic and partially script Agnostic models. From 23 actively working scripts, only
3 are used in large language and small language models, which shows that script-wise African languages
are not explored. Some language models, such as ByT5 [Xue et al.|[2022] and CANINE [Clark et al., 2022]],
become fully script agnostic by avoiding script-specific tokenization and using a byte-level or character-
level tokenizer. Large language models such as Gemini, GPT are partially script agnostic; they use sentence
pieces and Byte Pair Encoding, which works well for different scripts, but they may fail to work on unseen
scripts.

The foundational SLMs like mT5, mBERT, XLM-R, and NLLB are partially script agnostic, and they
work for different scripts, but they do not do script normalization, they don’t do well on unseen scripts
during the training. Specialized models such as AfriBERTa, EthioLLM, and EthioMT are not script-agnostic
models while models like AfriTeVa, AfroML, and AfroXLM-R are partially script-agnostic models. Which
implies they don’t work well on unseen data on the training.

Question Three: What are the technical challenges faced in representation across LLMs, SLMs, and
SSLMs for African languages?

Answer.We can see the technical challenges of African language models in terms of large language
models, foundational small language models, and specialized models for African languages on one hand,
and in terms of fine-tuned models for African languages derived from existing models, language adaptation
fine-tuned models for African languages, and models developed from scratch for African languages on the
other.

Other challenges in training LLMs include data quality, as they require over a trillion tokens, which is
difficult to obtain at that scale. Regarding low-resource languages, collecting such large amounts of data
is challenging due to issues with data quality and bias. Additional challenges for low-resource languages
include memory constraints, as models often use more than a trillion parameters during training.

Hallucination and safety challenges are recent problems shown on LLMs on low-resource languages



Table 2: Model Tokens and Parameters (Chinchilla  Technical specifications of the large language

Scaling) models are presented in Table[3] Aya was trained
on approximately 500 billion tokens, whereas the
Name #Tokens  # of Parameters rest of the models such as GPT-4, Gemini 1.5,
AfriBERTa 108,800,600 5,440,030 PalLM 2, and LLaMA 3 were trained with the over
AfriTeVa 108,800,600 5,440,030 one trillion token datasets. As seen in Table
AfroLM 259,396,720 12,969,836 the general challenges of LLMs are computational,
EthioLLM 299,512,427 14,975,621 . S 1.
) cost to train the model, which is unaffordable for
EthioMT 5,845,000 292,250 Afri 1 1 h
AfroXLMR 760,000,000 38,000,000 rican low-resource language researchers.

[Guerreiro et al.| 2023} |Shen et al|[2024]. The main reason behind the problem is a lack of quality data.

The main technical challenges of foundational SLMs include limited capacity, multilingual trade-off,
and fine-tuning that needs domain-specific data are related to the limited capacity they have because it is
directly related to the number of parameters in the model, the size and quality of the training data.

Training a model with monolingual data and fine-tuning the model with monolingual data produces
better results because of the tokenization methods used [Rust et al.;|2021]]. Monolingual models have low
problems related to tokenization because it has flexibility in producing tokens and can engage native-
speaking experts to incorporate language-specific rules, such as tokenizing compound words and mor-
phological splits.

Table 3: Technical Details of Large Language Models

Model Architec-  Para- Tokeniza- Training Comput. Training Objec-  Key Features
ture meters tion Data Cost tive
GPT-4 Decoder- 1.8T BPE 13T tokens $100M+ Autoregressive Multimodal,  strong
only LM reasoning
Gemini Hybrid 1.5T SentencePiece 10T tokens $100M+ Masked LM + Au-  Multimodal (text, im-
Ultra Enc-Dec toregressive ages, video)
PalLM 2 Decoder- 540B SentencePiece 10T tokens $10M+ Autoregressive Text-only
only
LLaMA Decoder- 70B BPE variant 5T tokens $20M Autoregressive Open-weight,  effi-
3 (70B) only LM cient
DeepSeek- Decoder- 500B BPE 8T tokens $50M Autoregressive 128K context, strong
V3 only LM Chinese/English
Aya 23 Decoder- 8B Unigram 500B tokens $5M Instruction Tun-  101-language focused
only ing

Question Four. What are the benchmark datasets and models in developing LLMs for African languages?

Answer. This study reveals that around 23 publicly available datasets are used by models solely SSLMs.
Figure[2[shows the relationship between NLP tasks and the benchmark datasets prepared for those specific
tasks. The study highlights disparities in the availability and utilization of benchmark datasets for African
low-resource languages. Classification tasks have the highest number of datasets and models. This is
likely because these tasks are simple and need less linguistic nuance than translation or named entity
recognition. Appendix [B| Table [9] details the datasets benchmarks used across the specialised models for
African languages. In the task column, General refers to a pretrain corpus, and mixed refers to a single
benchmark which includes more than one task, like EthioBenchmark, which has five datasets for five tasks,
including machine translation, part of speech tagging, classification, sentiment analysis, and named entity
recognition.

These are necessary for Africa, where linguistic diversity prevails, no orthographic consensus exists,
and digital resources are scarce, hindering NLP development. Without rules for standard spelling and
morphological annotation schemes, even basic text preprocessing becomes problematic.



Question Five. Exploring the prospective of LLMs

, for Africa.

6 Answer. Currently, artificial intelligence shows
’ emergent ability which are arithmetic reasoning,
: agentic behaviour, common sense reasoning and
, symbolic reasoning. The path for this destination
1 N is very clear. Constructing LLMs for African lan-

0

guages is both challenge and an integral opportu-
nity. Figure [3| outlines a strategic, step-by-step ap-
Figure 2: Different NLP tasks and the number of proach, beginning with foundational tasks such as
language standardization, normalization, and for-
malization.
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Figure 3: Figure 3: Roadmap for African Language-Model Development. The diagram proceeds bottom-
up. Foundational work on Standardisation, Formalisation, and Normalisation feeds directly into Preparing
Quality Datasets & Benchmarks. These resources enable (i) SSLMs (< 500 M parameters) that target tightly
scoped NLP tasks common in African contexts, (ii) General- purpose SLMs (500 M-7 B parameters) capable
of broader cross-lingual tasks, and finally (iii) LLMs (>7 B parameters) that support advanced reasoning
and generative capabilities. The left column lists representative activities or tooling at each layer; the right
column summarises the defining requirements. The central upward arrow highlights the dependency chain
each layer builds on the assets and insights created in the layer(s) below.

The second level, preparation of dataset and benchmark, remains the main bottleneck. Most African
languages are low-resource languages with few labeled data, small digitized corpora, and few benchmark
resources. Crowdsourcing, participatory annotation, and digitization of oral and print sources are essential
ways of bridging this gap. From these resources, the next step is to develop SSLMs that are task-specific
and focused on individual languages with limited data. Such models serve as a stepping stone, enabling
tangible NLP applications such as sentiment analysis and language identification and informing model
construction.



SLMs of medium parameters enables multilingual capabilities and more universal tasks such as ques-
tion answering and semantic similarity. Scaling to full-size LLMs, which require big data and computing
capacity, remains an ambitious goal, given the continent’s nascent Al infrastructure. Nonetheless, the
roadmap shows a realistic and inclusive path—from foundational linguistic research to advanced mod-
els of reasoning—positioning Africa to ultimately solve its issues and build fair Al development for its
multilingual populations. [Hoffmann et al., 2022] states that, when the parameters of LLMs getting bigger,
naturally it gets emergent ability and it can be unlock using chains of thought prompting. The paper claims
when the parameters of LLMs reach around 540 billion the model naturally gain the emergent ability.

The chinchilla optimal ratio by Hoffmann et al|[2022]] draws the relationship between the number of
parameters used in the model with the number of tokens in the training datasets which is: Number of
Parameters (/V) =~ 20x Number of Training Tokens (D).

Let us assume specialised models for African languages trained with a quality corpus and datasets.
Table [2[shows the number of parameters for each specialised model for African languages. The models are
far too large to reach 540 billion parameters.

As depicted in Figure [4) models vary greatly in size, from small models like AfriBERTa ( 10 million pa-
rameters) to large models like PaLM 2 (530B) and LLaMA 3 (405B). Larger models better capture linguistic
nuances but need extensive resources. Most models use SentencePiece, while smaller ones use Word-
Piece. Large models are trained on billions of tokens for broader tasks; MoE architectures boost efficiency.
Small models target specific languages, while large ones are multilingual, aiming for wider coverage and
improved performance.

Language Models: Parameters vs Training Tokens
(SP = SentencePiece, WP = WordPiece, MoE = Mixture of Experts, SMoE = Sparse MoE)

LLaMA 3 (405B)
104 SP, L126, H128
DeepSeek v,
MOoE, L60, H}28
dini 1.5 Pro
PaLM 2 (540B)
SMoE, L120, H160 ca-V1.3 PH0R%)

mTs
SP, L64, H64
103 S
[ |
GPT-4
PROPRIETARY, L120, H160

XLM-R AfroXLM-R Aya 23
SP, 124, H16 SP, 124, H16 BRE, 32, H48

102 4
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SP, L48, H16

mMBERT.
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100 |
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SP, L10, H6, SP, 124, H16
o

1071 4

107! 10° 10? 102 10°
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Figure 4: Model parameter size versus number of training tokens.

Conclusion

This review reveals that African languages remain significantly underrepresented in current language
models. Out of over 2,000 languages, only about 42 have any support in existing LLMs, SLMs, or SSLMs,
primarily those with large speaker populations or official status. Script coverage is similarly limited, with
just three scripts (Latin, Arabic, Ge’ez) being widely supported.



Major challenges include severe data scarcity, morphological complexity, a lack of standardized or-
thographies, and limited computational resources. Existing models, especially LLMs, require vast amounts
of training data and infrastructure, posing substantial barriers to NLP development for African languages.
Additionally, benchmark availability is sparse and unevenly distributed across tasks.

Despite these obstacles, progress with SSLMs shows potential for targeted advancement. A realistic
roadmap begins with foundational linguistic work, followed by resource creation, and ultimately scalable
models—offering a clear path toward inclusive language technologies for Africa.

Recommendations

Advancing NLP for African languages requires developing tailored models like SSLMs and script-agnostic
approaches, with a focus on improving data quality and culturally aware evaluations to reduce bias. It is
also important to promote community-driven data collection, standardize scripts, and expand benchmarks
across diverse tasks, while supporting open-access platforms. Additionally, securing institutional and gov-
ernment backing with funding, resources, and inclusion of African languages in digital services, alongside
fostering international collaborations, will help elevate African language representation in Al research.
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Table 4:

Technical Overview of Foundational Models for African Languages

Model Vari- | Architecture | Pretraining Ob- | Params | Layers| Heads | Hidden | Tokenization | Max Batch Learning | Optimizer Training | Datasets Used Training
ant jective Size Seq Len | Size Rate Steps Data Size
BERT-base Encoder- MLM + NSP 110M 12 12 768 WordPiece 512 256 le-4 Adam M Wikipedia + | 16GB
only (30k vocab) BookCorpus
BERT-large Encoder- MLM + NSP 340M | 24 16 1024 WordPiece 512 256 le-4 Adam 1M Wikipedia + | 16GB
only (30k vocab) BookCorpus
mBERT Encoder- MLM + NSP 110M 12 12 768 WordPiece 512 256 5e-5 Adam 1M+ Wikipedia (104 | N/S
only (110k vocab) languages)
T5-small Encoder- Span Corruption | 60M 6 8 512 SentencePiece | 512 128 0.01 AdaFactqr1M C4 (English) 750GB
Decoder (32k)
T5-base Encoder- Span Corruption | 220M 12 12 768 SentencePiece | 512 128 0.01 AdaFactor1M C4 (English) 750GB
Decoder (32k)
T5-large Encoder- Span Corruption | 770M | 24 16 1024 SentencePiece | 512 128 0.01 AdaFactor1M C4 (English) 750GB
Decoder (32k)
mT5-small Encoder- Span Corruption | 300M | 8 6 512 SentencePiece | 512 1024 0.01 AdaFactor1M mC4 (101 lan- | 750GB (bal-
Decoder (250k) guages) anced)
mT5-large Encoder- Span Corruption | 1.2B 24 16 1024 SentencePiece | 512 1024 0.01 AdaFactor1M mC4 (101 lan- | 750GB (bal-
Decoder (250k) guages) anced)
RoBERTa- Encoder- Dynamic MLM | 125M 12 12 768 BPE (50k vo- | 512 8K 6e-4 AdamW | 500K CC-News + | 160GB
base only (no NSP) cab) OpenWebText +
Stories
RoBERTa- Encoder- Dynamic MLM | 355M | 24 16 1024 BPE (50k vo- | 512 8K 6e-4 AdamW | 500K CC-News + | 160GB
large only (no NSP) cab) OpenWebText +
Stories
XLM-base Encoder- MLM + CLM | 250M |12 12 2048 BPE (95k vo- | 512 64 5e-5 Adam | 500K Wikipedia + Par- | N/S
only (+TLM if paral- cab) allel data
lel)
XLM-R-base Encoder- MLM 270M 12 12 768 SentencePiece | 512 8K 5e-4 AdamW | 500K Common Crawl | 25TB (bal-
only (RoBERTa- (250k) (100 langs) anced)
style)
XLM-R-large | Encoder- MLM 550M | 24 16 1024 SentencePiece | 512 8K 5e-4 AdamW | 500K Common Crawl | 2.5TB (bal-
only (RoBERTa- (250k) (100 langs) anced)
style)
NLLB-200 Transformer | Denoising + MT | 1.5B 24 16 2048 SentencePiece | 512 128 le-4 Adam 250K FLORES-200, 1.7T tokens
1.5B (256k vocab) CCMatrix,
CCAligned,
Wikipedia,
Tatoeba
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Table 5: Technical Details of Specialized Models for African Languages

Model Variant | Base Pretraining Ob- | Params | Layers Heads| Hidden | Tokenization | Max Batch | Learning | Optimizer Training Data Data Size
Model jective Size Seq Len | Size Rate
AfriBERTa BERT MLM (No NSP) 1M 6 [3 256 WordPiece 128 32 5e-5 AdamW | OSCAR + Local | 5GB
small (50k vocab) News (17 African
langs)
AfriBERTa BERT MLM (No NSP) 124M 12 12 768 WordPiece 512 128 3e-5 AdamW | OSCAR + Local | 5GB
large (50k vocab) News (17 African
langs)
AfriTeVa-base T5 Span Corruption | 223M 12 12 768 SentencePiece | 512 128 le-4 AdaFactgrCC-100 + JW300 | 10GB
(text-to-text) (32k vocab) (20 African langs)
AfroLM-1B RoBERTa | Dynamic MLM 1B 24 16 1024 BPE (100k vo- | 512 2048 6e-4 AdamW | ALPACA Corpus | 500GB
cab) (25 African langs)
EthioLLM-7B LLaMA-2 | Causal LM (Au- | 7B 32 32 4096 Byte-level BPE | 2048 1024 2e-5 AdamW | Ethiopic  Texts | 200GB
toregressive) (50k vocab) (Ambharic,
Tigrinya)
EthioMT-base mT5 Span Corruption | 300M | 8 6 512 SentencePiece | 512 512 le-3 AdaFactgrParallel Bible (10 | 8GB (par-
(250k vocab) Ethio langs) allel)
AfroXLMR base | XLM-R MLM 270M 12 12 768 SentencePiece | 512 1024 5e-4 AdamW | Common Crawl | 1TB (bal-
(250k vocab) (30 African langs) | anced)
AfroXLMR XLM-R MLM 550M 24 16 1024 SentencePiece | 512 1024 5e-4 AdamW | Common Crawl | 1TB (bal-
large (250k vocab) (30 African langs) | anced)

10




B Second Appendix

20



Table 6: Specialised Language Models for African Languages

Sno. Language AfriBERTa AfriTeVa AfroLM AfroXLMR EthioLLM EthioMT
1 Afrikaans No No Yes Yes No No
2 Ambharic Yes Yes Yes Yes Yes Yes
3 Afaan Oromo No Yes Yes Yes Yes Yes
4 Afar No No No No No Yes
5 Awngi No No No No No Yes
6 Bambara No Yes Yes No No No
7 Basketo No No No No No Yes
8 Dawuro No No No No No Yes
9 Fulah No No Yes Yes No No
10 Gamo No No No No No Yes
11 Ge'ez No No No No Yes Yes
12 Gofa No No No No No Yes
13 Gurage No No No No No Yes
14 Hadiya No No No No No Yes
15 Hausa Yes Yes Yes Yes No No
16 Igbo Yes Yes Yes Yes No No
17 Kafa No No No No No Yes
18 Kinyarwanda Yes Yes Yes Yes No No
19 Korate No No No No No Yes
20 Luganda Yes Yes Yes Yes No No
21 Luo Yes Yes Yes Yes No No
22 Majang No No No No No Yes
23 Male No No No No No Yes
24 Murule No No No No No Yes
25 Nigerian Pidgin Yes Yes Yes Yes No No
26 Nuer No No No No No Yes
27 Shakicho No No No No No Yes
28 Shona Yes Yes Yes Yes No No
29 Sidama No No No No No Yes
30 Somali Yes Yes Yes Yes Yes Yes
31 Swabhili Yes Yes Yes Yes No No
32 Tigrinya No Yes Yes Yes Yes Yes
33 Twi No Yes Yes Yes No No
34 Wolaytta No No No No No Yes
35 Wolof No Yes Yes Yes No No
36 Xhosa No No Yes Yes No No
37 Yoruba Yes Yes Yes Yes No No
38 Zulu No No Yes Yes No No
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Table 7: Foundation Model Support for African Languages

Sno. African Language mBERT mT5 XLM-R NLLB-200 Support Count
1 Afrikaans Yes Yes Yes Yes 4
2 Ambharic Yes Yes Yes Yes 4
3 Swahili Yes Yes Yes Yes 4
4 Malagasy Yes Yes Yes Yes 4
5 Hausa No Yes Yes Yes 3
6 Somali No Yes Yes Yes 3
7 Xhosa No Yes Yes Yes 3
8 Yoruba Yes Yes No Yes 3
9 Chichewa (Nyanja) No Yes No Yes 2
10 Igbo No Yes No Yes 2
11 Oromo No No Yes Yes 2
12 Shona No Yes No Yes 2
13 Southern Sotho No Yes No Yes 2
14 Zulu No Yes No Yes 2
15 Bambara No No No Yes 1
16 Bemba No No No Yes 1
17 Dyula No No No Yes 1
18 Ewe No No No Yes 1
19 Fon No No No Yes 1
20 Fulfulde (Nigerian Fulfulde) No No No Yes 1
21 Ganda No No No Yes 1
22 Kabyle No No No Yes 1
23 Kamba (Kenya) No No No Yes 1
24 Kikuyu No No No Yes 1
25 Kinyarwanda No No No Yes 1
26 Kimbundu No No No Yes 1
27 Kongo No No No Yes 1
28 Lingala No No No Yes 1
29 Luba-Lulua No No No Yes 1
30 Luo (Kenya & Tanzania) No No No Yes 1
31 Mossi No No No Yes 1
32 Nuer No No No Yes 1
33 Pedi (Northern Sotho) No No No Yes 1
34 Swati No No No Yes 1
35 Tamasheq No No No Yes 1
36 Tumbuka No No No Yes 1
37 Twi No No No Yes 1
38 Wolof No No No Yes 1
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Table 8: Language Model Support for African Languages

Sno. | Language AfriBERTa | AfriTeVa | AfroLM | AfroXLMR | EthioLLM | EthioMT | mBERT | mT5 | XLM-R | NLLB-200 | Count of "Yes"
1 Ambharic Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 10
2 Somali Yes Yes Yes Yes Yes Yes No Yes Yes Yes 9
3 Swahili Yes Yes Yes Yes No No Yes Yes Yes Yes 8
4 Yoruba Yes Yes Yes Yes No No Yes Yes No Yes 7
5 Hausa Yes Yes Yes Yes No No No Yes Yes Yes 7
6 Igbo Yes Yes Yes Yes No No No Yes No Yes 6
7 Shona Yes Yes Yes Yes No No No Yes No Yes 6
8 Kinyarwanda Yes Yes Yes Yes No No No No No Yes 5
9 Luganda Yes Yes Yes Yes No No No No No Yes 5
10 | Luo Yes Yes Yes Yes No No No No No Yes 5
11 | Nigerian Pidgin Yes Yes Yes Yes No No No No No No 4
12 | Afaan Oromo No Yes Yes Yes Yes Yes No No Yes Yes 7
13 Oromo No Yes Yes Yes Yes Yes No No Yes Yes 7
14 | Tigrinya No Yes Yes Yes Yes Yes No No No No 5
15 | Twi No Yes Yes Yes No No No No No Yes 4
16 | Wolof No Yes Yes Yes No No No No No Yes 4
17 Bambara No Yes Yes No No No No No No Yes 3
18 | Afrikaans No No Yes Yes No No Yes Yes Yes Yes 6
19 | Xhosa No No Yes Yes No No No Yes Yes Yes 5
20 Zulu No No Yes Yes No No No Yes No Yes 4
21 | Fulah No No Yes Yes No No No No No Yes 3
22 Ge'ez No No No No Yes Yes No No No No 2
23 Nuer No No No No No Yes No No No Yes 2
24 | Afar No No No No No Yes No No No No 1
25 | Awngi No No No No No Yes No No No No 1
26 Basketo No No No No No Yes No No No No 1
27 Dawuro No No No No No Yes No No No No 1
28 Gamo No No No No No Yes No No No No 1
29 Gofa No No No No No Yes No No No No 1
30 | Gurage No No No No No Yes No No No No 1
31 | Hadiya No No No No No Yes No No No No 1
32 | Kafa No No No No No Yes No No No No 1
33 | Korate No No No No No Yes No No No No 1
34 | Majang No No No No No Yes No No No No 1
35 | Male No No No No No Yes No No No No 1
36 | Murule No No No No No Yes No No No No 1
37 | Shakicho No No No No No Yes No No No No 1
38 | Sidama No No No No No Yes No No No No 1
39 | Wolaytta No No No No No Yes No No No No 1

40 | Malagasy No No No No No No Yes Yes Yes Yes 4
41 | Chichewa (Nyanja) No No No No No No No Yes No Yes 2
42 | Southern Sotho No No No No No No No Yes No Yes 2
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Table 9: Summary of Datasets/Benchmarks

No. Available Benchmarks Dataset Availability Papers Size Languages Tasks

1 MasakhaNER Public 5 140M 10 Named Entity Recognition
2 News Topic Classification Dataset (from Hedderich et al., 2020) Public 3 50M 2 Classification

3 Multilingual corpus covering 11 African languages Public 1 100M 11 General

4 Shared Task: Machine Translation of News Public 1 1.2 GB 7 Machine Translation

5 CommonCrawl (CC-100) Public 1 3GB 20 General

6 YOSM Public 1 M 30 Sentiment analysis

7 NaijaSenti Public 2 15M 4 Sentiment analysis

8 MasakhaneNEWS Public 1 500M 16 Classification

9 EthioBenchmark Public 1 20M 6 Mixed

10 Parallel Corpus (Abate et al., 2019) Public 1 400M 5 Machine Translation

11 Parallel Corpus sets (Lakew et al., 2020) Public 1 600M 11 Machine Translation

12 Parallel Corpora (Vegi et al., 2022) Public 1 600M 15 Machine Translation

13 mTS5 pre-training corpus/mC4 Public 1 10GB 25 General

14 BBC Media Dataset Public 1 500M 7 General

15 VOA Media Dataset Public 1 600M 12 General

16 ~ CoNLL 2003 NER task Public 1 13M 1 Named Entity Recognition
17 ANERCorp Public 1 4M 1 Named Entity Recognition
18 New Topic Classification (Azime & Mohammed, 2021) Public 1 40M 1 Classification

19  AG News corpus Public 1 50M 1 Classification

20 Kinyarwanda — KINNEWS Public 1 12M 1 Classification

21 Kiswabhili - new classification Public 1 40M 1 Classification

22 Am-Senty Yimam et al. (2020) Public 1 6M 1 Classification

23 ANTC corpus Public 1 300M 20 Sentiment analysis

Total: 23 datasets, 18GB total size, covering 42 languages.
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Table 10: List of Scripts with Their Time Periods, Usage Status, Geographic Distribution, and Associated Languages

SNo. Name of the Script Time Period Still in Countries/Regions Languages Written
Use?
1 Egyptian Hieroglyphs 33rd c. BCE - 1stc.  No Egypt, Sudan Ancient Egyptian
CE
2 Hieratic 29th c¢. BCE - 2nd No Egypt Ancient Egyptian
c. CE
3 Demotic 650 BCE - 6thc. CE  No Egypt Late Egyptian
4 Ethiopic (Ge’ez) 4th c. BCE - Yes Ethiopia, Eritrea Ambaric, Tigrinya, Ti-
Present gre, Ge’ez
5 Meroitic Cursive 3rd c. BCE - 4thc. No Sudan Meroitic
CE
6 Meroitic Hieroglyphs 3rd c. BCE - 4thc. No Sudan Meroitic
CE
7 Numidian 2ndc. BCE -3rdc. No Algeria, Tunisia Old Numidian
CE
8 Coptic 4th c. CE — Present  Yes Egypt Coptic (liturgical)
9 Tifinagh 3rd c. CE — Present  Yes Morocco, Algeria, Tamazight, Tuareg lan-
Mali, Niger guages
10 Vai 1830 — Present Yes Liberia, Sierra  Vailanguage
Leone
11 Bamum 1896 - Present Yes Cameroon Bamum language
12 Old Bamum 1896 — 20th c. No Cameroon Bamum language
13 Bassa Vah 1907 - Present Yes Liberia Bassa language
14 Bagam 1910 - Late 20thc.  No Cameroon Bagam language
15 Mende Kikakui 1920 - Present Yes Sierra Leone Mende language
16 Osmanya 1920 - 1973 No Somalia Somali
17 N’Ko 1949 — Present Yes Guinea, Mali, Ivory ~ Manding languages
Coast
18 Bété 1956 — Present Yes Ivory Coast Bété language
19 Kaddare 1952 — Present Yes Somalia Somali
20 Fula Dita (Fula 1) 1958 - 1970 No Guinea Fula
21 Fula Ba (Fula 2) 1963 - 1970 No Guinea Fula
22 Garay (Wolof) 1961 — Present Yes Senegal, Gambia Wolof
23 Mandombe 1978 — Present Yes DR Congo, Congo-  Kikongo, Lingala, other
Brazzaville Congolese languages
24 Mwangwego 1979 - Present Yes Malawi Chewa, other Malaw-
ian languages
25 Adlam 1980s — Present Yes Guinea, Nigeria, Fula
Cameroon
26 Beria 1980s — Present Yes Sudan Zaghawa
27 Luo 2009 — Present Yes Kenya, Tanzania Dholuo
28 Isibheqe Sohlamvu 20th c. - Present? Yes? South Africa, Ngunilanguages (Zulu,
Eswatini Xhosa)
29 Afaka 1908 — Present Yes DR Congo Ndyuka
30 Medefaidrin (Oberi  1930s — Present Yes Nigeria Ibibio, Efik
Okaime)
31 Masaba 1930 - Present Yes Uganda Lugisu
32 Borama 1933 - Present? Yes? Somalia Somali
33 Kpelle 1930s — Present Yes Liberia, Guinea Kpelle
34 Loma 1930s — Present Yes Liberia, Guinea Loma
35 Tafi (Hausa 3) 1977 - 2011 No Nigeria, Niger Hausa
36 Raina Kama (Hausa 2) ~ 1990s — 1999 No Nigeria, Niger Hausa
37 Salifou Hausa (Hausa 1998 - 2004 No Nigeria, Niger Hausa
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